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Abstract

This project proposal outlines our plan to in-
vestigate and improve automatic speech recog-
nition (ASR) accuracy for non-native English
speakers without retraining large ASR mod-
els. We propose a multi-agent post-processing
pipeline that analyzes and corrects ASR er-
rors through modular NLP-based agents. Us-
ing open datasets including Mozilla Com-
mon Voice 15.0, L2-ARCTIC, and Learner-
Voice, we will quantify native—non-native per-
formance gaps and analyze how modular post-
editing can reduce them.

1 Motivation

Despite recent advances in end-to-end speech
recognition, large models such as Whisper (Rad-
ford et al., 2023) and Wav2Vec 2.0 (Baevski et al.,
2020) remain biased toward standard, native En-
glish pronunciations. Studies have repeatedly
shown that these models exhibit higher Word Er-
ror Rates (WER) for speakers with regional or
non-native accents (Koenecke et al., 2020; Feng
et al., 2021). This discrepancy not only affects
fairness and accessibility but also undermines trust
in speech interfaces that claim to be language-
agnostic.

While fine-tuning ASR models on accented data
can improve performance, it requires substan-
tial computational resources and typically benefits
only a single accent group. Moreover, retrained
models are opaque, offering little interpretability
or control over which error types are corrected.
For organizations relying on API-based ASR ser-
vices, post-processing remains the most practical
improvement layer.

The problem therefore extends beyond achiev-
ing higher accuracy and additionally concerns how
to improve ASR robustness for non-native speak-
ers efficiently, transparently, and fairly. Evalua-
tions of current ASR models on existing datasets

such as Mozilla Common Voice 15.0 (Mozilla
Foundation, 2024), L2-ARCTIC (Zhao et al.,
2018), and LearnerVoice (Kim et al., 2024) col-
lectively reveal two main weaknesses of current
systems: (1) degraded accuracy on accented and
disfluent speech, and (2) lack of interpretable
mechanisms to identify and correct such errors.

2 Problem Statement

We define our central research question as follows:

Can modular post-processing agents,
operating on ASR outputs, reduce the
accuracy gap between native and non-
native English speakers without retrain-
ing the underlying model?

To answer this, we propose a multi-agent
pipeline consisting of an ASR Agent, an Er-
ror Analysis Agent, a Correction Agent, and
an Evaluation Agent. Together, these modules
aim to analyze, correct, and evaluate non-native
transcription errors in a feedback-driven and ASR
model-agnostic manner. Our hypothesis is that
correction informed by error type and accent pat-
terns can meaningfully reduce WER and improve
fairness metrics such as AWER between speaker
groups.

3 Literature Review

A major line of work seeks to adapt ASR mod-
els to accented or non-native speech through fine-
tuning or multilingual training. Vu et al. (Vu
et al., 2014) demonstrated that leveraging cross-
lingual phonetic features improves non-native En-
glish recognition, while Hu et al. (Hu et al.,
2020) proposed REDAT, which enforces accent-
invariant representations via domain-adversarial
training. More recently, the LearnerVoice cor-
pus (Kim et al., 2024) introduced 50h of spon-
taneous L2 English (L1 Korean) annotated for



disfluencies, showing that fine-tuning Whisper-
small.en on this dataset reduced WER by 44%.
These advances confirm that model retraining can
internalize accent and disfluency patterns, but at
the cost of heavy computation and limited trans-
parency into what changed inside the model.

Even as model accuracy improves, studies such
as Koenecke et al. (Koenecke et al., 2020) and
Feng et al. (Feng et al., 2021) show that com-
mercial ASR systems yield significantly higher
WER for non-native and dialectal speech, empha-
sizing that global accuracy masks systematic bias.
The Common Voice dataset (Mozilla Foundation,
2024), with thousands of accent-labeled speak-
ers, now serves as a fairness benchmark, though
its read-speech nature limits evaluation of sponta-
neous learner speech.

Disfluencies such as fillers, repetitions, and
self-repairs remain a major cause of ASR errors.
McGuire et al. (McGuire et al., 2025) analyzed
disfluent non-native speech and found that mod-
els trained on clean data systematically misrecog-
nize hesitations and restarts. LearnerVoice corrob-
orates this, helping to show that over half of base-
line errors stem from L2-specific disfluencies. Ex-
isting solutions address these issues by fine-tuning
models or filtering audio, which improves scores
but sacrifices interpretability and portability.

Another branch revisits ASR error correction
as a downstream NLP task. Early statistical ap-
proaches (Bassil and Alwani, 2012) and recent
neural editors (Mani et al., 2020) rewrite tran-
scripts holistically, while evaluation tools such as
JiWER (Kiss, 2021) diagnose substitution and in-
sertion patterns. Yet most pipelines stop at anal-
ysis; they do not feed insights back into the cor-
rection process. Furthermore, monolithic rewrit-
ers demand parallel training data and provide little
control over which errors to fix.

More recent work such as Tag and Correct (Zi-
etkiewicz, 2022) proposes a high-precision, two-
stage framework that first tags potentially erro-
neous tokens and then applies targeted neural cor-
rections. This approach achieves strong perfor-
mance on benchmark ASR datasets by explic-
itly modeling error localization before rewriting.
However, it remains a single-model architecture
without inter-agent communication or iterative
reasoning and also does not focus more specifi-
cally on improving non-native english accent ac-
curacy.

Across these previous works, it is clear that cur-

rent systems either retrain large models or apply
opaque monolithic, one-shot corrections, offering
little interpretability or adaptability. We therefore
propose a multi-agent post-processing framework
that operates after transcription, bridging the gap
between analysis and correction. This design en-
ables accent- and disfluency-specific fixes without
retraining and aims to reduce fairness gaps trans-
parently and efficiently across ASR systems.

4 Proposed Methodology and Novelty

We are developing a multi-agent post-processing
pipeline designed to improve Automatic Speech
Recognition (ASR) transcripts for non-native En-
glish speakers. Unlike prior work that retrains or
fine-tunes large models such as Whisper (Radford
etal., 2023) or Wav2Vec 2.0 (Baevski et al., 2020),
our system operates entirely on text after transcrip-
tion. The pipeline consists of three core agents
(Error Analysis, Correction, and Evaluation), with
an optional feedback loop that allows iterative re-
finement.

The process begins with the ASR Agent, which
produces the initial transcription using a pre-
trained model (e.g., Whisper-small.en). The Er-
ror Analysis Agent identifies and classifies tran-
scription errors that disproportionately affect non-
native speakers. In addition to surface-level mis-
matches, it performs confusion-aware analysis, us-
ing phoneme-to-grapheme mappings and empiri-
cally derived confusion sets that capture accent-
driven substitutions (e.g., /v/ <> /wl, /0] < It/).
Confusion sets will be extracted by aligning ASR
hypotheses and gold transcripts using WhisperX,
producing a confusion matrix that highlights pho-
netic contrasts most prone to error and guides tar-
geted edits downstream.

To automate error labeling and diagnostics, this
agent integrates JIWER for computing Word Er-
ror Rate (WER) and detailed substitution, dele-
tion, and insertion statistics. These outputs are
structured into a JSON-like schema that tags each
token with its error type, confidence score, and
confusion category. This structured output is then
passed to the Correction Agent, enabling targeted,
context-aware edits rather than generic rewriting.

Next, the Correction Agent performs targeted,
minimal edits based on the detected error types.
Instead of rewriting full sentences, it applies lo-
calized repairs, such as correcting likely mis-
heard words, small grammatical inconsistencies,



and accent-driven confusions. This agent bal-
ances between accent-personalized and general
edits to prevent overcorrection. Finally, the Evalu-
ation Agent reassesses the updated transcript using
Word Error Rate (WER) and contextual coherence
checks. If the edits fail to improve performance or
introduce inconsistencies, the agent can send the
transcript back to the Error Analysis stage, cre-
ating a feedback loop rather than a strictly linear
pipeline.

Figure 1 illustrates the overall flow of the agents
and their interactions.
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Figure 1: Overview of the multi-agent post-processing
pipeline.

Our approach is novel in three key ways. (1)
Modular transparency: each agent performs
a distinct and interpretable function, contrasting
with end-to-end correction systems such as those
by Mani et al. (Mani et al., 2020). (2) Tar-
geted fairness: the system directly addresses
accent and disfluency challenges documented in
LearnerVoice (Kim et al., 2024) and McGuire
et al. (McGuire et al., 2025), focusing on non-
native transcription improvement rather than ag-
gregate WER reduction. (3) Efficiency and
portability: by working at the text level, the
framework avoids retraining large models or main-
taining separate versions for each accent group,
unlike fine-tuning approaches (Vu et al., 2014; Hu
et al., 2020; Bassil and Alwani, 2012). Our design

bridges the gap between heavy model adaptation
and one-shot neural rewriting, offering an adap-
tive, interpretable and fair post-ASR correction
layer applicable to any speech recognition system.

5 Experimental Plan and Evaluation

We will evaluate how effectively our multi-
agent pipeline reduces transcription errors for
non-native English speakers compared to base-
line ASR outputs. Experiments will be con-
ducted on three open datasets: Mozilla Com-
mon Voice 15.0 (Mozilla Foundation, 2024),
L2-ARCTIC (Zhao et al., 2018), and Learner-
Voice (Kim et al., 2024). Common Voice pro-
vides diverse read-speech samples from both na-
tive and non-native speakers, allowing measure-
ment of accent-related variation in controlled con-
ditions. L2-ARCTIC and LearnerVoice con-
tain more spontaneous and disfluent non-native
speech, providing a realistic testbed for evaluat-
ing correction performance in complex linguistic
settings.

For each dataset, we will generate base-
line transcriptions using a pretrained model
such as Whisper-small.en (Radford et al., 2023).
Each dataset will be split into 70/10/20 train-
ing/validation/test sets. These raw transcripts will
serve as the input for our post-processing pipeline.
The Error Analysis, Correction, and Evaluation
Agents will then operate sequentially on the text,
applying accent-aware and disfluency-focused ed-
its.

We will assess performance using multiple
quantitative and qualitative measures. The pri-
mary metrics are Word Error Rate (WER) and the
native—non-native WER gap (AWER), which cap-
tures fairness improvements (Feng et al., 2021;
Koenecke et al., 2020). In addition, we will
analyze detailed error breakdowns (substitutions,
deletions, and insertions) to identify which error
types are most affected by post-processing. To en-
sure quality control, we will highlight qualitative
examples and also track the proportion of correc-
tions that are helpful versus unnecessary, enabling
us to detect potential overcorrection introduced by
the Correction Agent. Finally, we will record the
average runtime per transcript to quantify compu-
tational overhead and examine trade-offs between
accuracy and latency.

To measure the impact of modularity, we will
perform ablation studies by disabling or modify-



ing specific agents or rules within the pipeline. If
time allows, we will also compare general correc-
tion strategies to accent-personalized ones to un-
derstand which approach yields greater fairness
improvements across different speaker groups.
Through these experiments, we aim to deter-
mine whether modular post-processing can mean-
ingfully reduce AWER, enhance fairness, and
maintain acceptable computational efficiency.

6 Plan to Address Feedback from Pitch

One major point of feedback concerned whether
our system qualifies as truly multi-agent. We
clarify that it does, as each agent operates au-
tonomously with its own reasoning objective (er-
ror detection, correction, or evaluation), commu-
nicates structured outputs, and can trigger inter-
agent feedback loops for re-analysis. While ex-
ecution remains sequential at first implementa-
tion, these agents maintain independent decision-
making and feedback behaviors consistent with
multi-agent frameworks. This design allows us
to empirically compare single-agent and multi-
agent variants, testing whether agent-level auton-
omy yields measurable gains in accuracy and fair-
ness.

Concerns were also raised regarding potential
error amplification, where misclassifications or
overcorrections by earlier agents could propagate
downstream. To mitigate this, the Evaluation
Agent will include safeguards that flag or reverse
low-confidence edits, thereby preventing the accu-
mulation of cascading errors. This agent will also
help calibrate our correction threshold to balance
improvement and stability.

We also plan to incorporate accent-personalized
and non-native-specific error recognition, as sug-
gested by the TAs. The Error Agent will be en-
hanced to capture accent-driven phoneme substi-
tutions (e.g., “v/w,” “th/t”) in addition to stan-
dard ASR errors, while the Correction Agent will
balance accent-specific fixes with general gram-
matical refinement. This “confusion-aware” post-
editing does not rely on retraining models but
rather on encoding prior knowledge of common
misrecognition patterns into text-level rules.

Regarding computational overhead, all three
post-processing agents operate on ASR transcripts
rather than raw audio, keeping the system compu-
tationally light after the initial Whisper inference.
Although real-time performance is unlikely given

the multi-step structure, the system remains prac-
tical for non-interactive use cases such as long-
form lecture transcription or delayed audio pro-
cessing. We view this as a deliberate trade-off,
in that our framework prioritizes interpretability,
fairness, and accuracy over latency, aligning with
our goal of developing an adaptable and transpar-
ent ASR improvement layer.

7 Minimum Viable Product (MVP)
Statement

Even if the complete multi-agent pipeline is not
fully implemented by the end of the semester,
we aim to deliver a small-scale version that val-
idates our core hypothesis that post-processing
alone can improve ASR accuracy for non-native
English speakers without retraining.

At the minimum, we will construct a single-pass
system composed of two core components:

* Error Analysis Agent — identifies common
accent-related and disfluency-based errors in
ASR transcripts.

* Correction Agent — performs rule-based or
confusion-aware edits to correct these de-
tected issues.

This minimal pipeline will be tested on a sub-
set of non-native datasets such as L2-ARCTIC or
Mozilla Common Voice 15.0. We will evaluate
its performance using standard metrics including
Word Error Rate (WER) and AWER, measuring
improvement over the baseline ASR outputs. Even
without the full Evaluation Agent or iterative feed-
back loop, this version will demonstrate the viabil-
ity of modular post-processing as a practical and
interpretable strategy for enhancing transcription
accuracy in non-native speech.

8 Resource Planning

We will use Google Colab with L4 or T4 GPUs
for the full project. The ASR Agent will oper-
ate pretrained models such as Whisper-small.en or
Wav2Vec 2.0 in inference mode, which should be
sufficient for transcription without requiring high-
end GPUs like A100s.

Because all downstream steps process text
rather than audio, the Error Analysis, Correction,
and Evaluation Agents will share the same Co-
lab GPU runtime. When lightweight transformer
models (e.g., DistilBERT or T5-small) are used for
correction, they will also run on GPU; rule-based



components will execute in the same environment
to minimize I/O overhead.

If Colab GPU access becomes limited, we will
upgrade to Colab Pro or migrate to MSI campus
machines with comparable L4/T4 hardware. As
our pipeline avoids training large models and fo-
cuses on text-level processing, the overall compute
and memory footprint should remain low.

9 Team Member Role Assignment

All members share responsibility for research, im-
plementation, and documentation. Rishabh fo-
cuses on agent integration and evaluation metrics,
Ella manages datasets and experimental valida-
tion, and Sharon handles error analysis design and
report writing.
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